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The Shannon Guessing Game Simulation and Long Torah Code Phrases

Abstract

Torah Code research is concerned with a particular type
of letter sequence, formed by extracting equally spaced let-
ters from the Torah (the first five books of the Hebrew Bible).
This is called an ELS (equidistant letter sequence). Numer-
ous examples of long meaningful ELS phrases have been
discovered. In this and a companion paper [3], we develop
tools to study their significance, in particular using the re-
dundancy of a meaningful text, that is, the correlation be-
tween its letters or words.

The quantitative study of redundancy was initiated by
Claude Shannon who introduced the notion of entropy
(the measure of uncertainty) applied to natural languages
([13],[4]). To estimate it, Shannon invented the Shannon
Guessing Game (SGG), which measures the success rate of
human subjects to guess some of the characters of a mean-
ingful text, given a context of other characters of the text.

We use an analog of this idea to assess the significance
of long Torah Code phrases. Namely, we replace part of the
letters in these sequences by “wildcards”. We find that they
are restorable from the context, with very few alternatives
(see Figure 1, where the locations of the wildcards are indi-
cated in the column, in gray). The large incidence of guess-
able letters (well above one third of them) demonstrates a
significant pattern.

1. Description of the SGG Method

1.1. Overview

To form an ELS by letter extraction, we ignore all punc-
tuation and inter-word spaces. For example, the ELS phrase
(or string), “tin tops” can be found starting with the first “t”
in the word “punctuation” in the preceding sentence, and
using a skip distance of +4 (that is, counting forward every
4 letters from the starting position).

Starting with a given keyword (“anchor”) we find its ap-
pearance as an ELS and attempt to extend it in both di-
rections to form a longer ELS string. In numerous cases,
this extension reads as a meaningful phrase or phrases. The

phrase in Figure 1 was discovered by Dr. Leib Schwartz-
man, starting with the anchor “bin Laden”, which has a skip
distance of 6598. The figure shows the underlying Torah
text, of which the ELS is a part, with each row separated
from the one above it by 6598 letters, so that the encoded
ELS appears vertically in a column. Each word of the ELS
(also called the phrase or string) is highlighted in the col-
umn, and translated in English nearby.

To estimate the rarity of meaningful phrases, we can
compare them to a large number of random strings. This
was done in [9] for the bin Laden ELS, yielding a high sig-
nificance. This method compared the phrase to over 7 mil-
lion strings, from over 600,000 control texts. The data was
rated and cross-checked by 85 reviewers under double blind
protocol.

Another method for estimating the rarity is to draw on
the ideas of Claude Shannon. His language entropy gives
an average estimate of the share of meaningful texts among
random letter strings of length L. Namely, if the Shannon
entropy of the language is H bits per character, then there
are roughly 2HL meaningful texts of length L. The entropy
of a randomly extracted string (with letter frequencies re-
flecting their occurrence in the language) is equal to the first
order entropy of the language, namely

H1 = −
k∑

i=1

pi log2 pi

where pi denotes the frequency of letter i in the language,
which has an alphabet of k letters. Consequently, there are
roughly 2H1L random strings of length L (for a more pre-
cise statement, see ([4]), Theorem 1.3.1). Hence, the rate of
meaningful texts of length L among all such random strings
of length L is 2L(H−H1).

Applying entropy to a Torah ELS string, the frequency of
its letters are estimated from the Torah’s (Hebrew) letter fre-
quencies, since the string is a sampling of Torah letters. The
first order entropy of the Hebrew language, calculated with
the frequencies of the letters as they appear in the Torah,
is H1 = 4.07, without considering inter-word spaces. Ac-
cording to the data available to us, the entropy of the He-
brew language is estimated by 1.8 ([12],[5]) . Making a sim-
ple proportional adjustment for deletion of spaces gives the



Figure 1. A Torah Code phrase. The bin
Laden “anchor” is extended by 22 letters

value H = 2.27 based on the Torah’s average word length
of 3.81. Accordingly, under the null hypothesis of no Torah
Codes, the portion of random Torah ELS strings of length
22 (as in Figure 1) which are meaningful, is estimated to be
222(2.27−4.07) = 1.25E-12. However, the Shannon entropy
comes from experiments measuring the redundancy of the
language and it relates not to a single expression but to the
language as a source of meaningful messages. While the
above estimate has an indicative power, it is necessary to
subject an individual ELS string to a direct checking of its
redundancy, because that redundancy may depend on indi-
vidual factors, especially the average word length. We do
this checking with our simulation of the SGG.

1.2. The SGG simulation for letters

Claude Shannon measured his concept of language en-
tropy in the English language by means of the Shannon

Guessing Game (SGG). We invite the reader to sample an
online version of the game, which is highly instructive [2].

In the original SGG, one guesses each consecutive letter
in order. Our simulation is done by guessing only a certain
subset of the letters, having full access to the others, and we
do not insist that the letters be guessed in a specific order.
For this purpose we construct a template from our original
ELS string. We use English only to illustrate the concept,
but the actual method is applied to the code, always in He-
brew. Suppose that our string is:

CURSED IS BIN LADEN AND REVENGE BE-
LONGS TO THE MESSIAH

As we have shown above, the first order entropy of He-
brew is almost twice as much as its Shannon entropy, so the-
oretically we could try to guess every second letter. How-
ever, the resources required for this exceed practicality, and
we therefore guess every third letter. This gives us only a
lower bound on the redundancy, and accordingly an upper
bound on the p-value.

Here is the template, with every third letter (excluding
the anchor) designated as a “wildcard”:

*UR*ED *S BIN LADEN *ND *EV*NG* BE*ON*S
T* TH* ME*SI*H

From this template, we try to guess letters for the wild-
cards, filling in all possibilities that form a meaningful text
that is also relevant to bin Laden. We consider and reject a
large number of meaningless candidates such as:

CURLED AS BIN LADEN AND SEVEN GO BE-
LONGS TO THE MESSIAH

This candidate has the additional feature of requiring
more words than the original, and is rejected for that rea-
son as well. We may in fact find that the original and the
following minor variation are the only possibilities:

CURSED AS BIN LADEN AND REVENGE BE-
LONGS TO THE MESSIAH

But even this candidate is not as meaningful as the origi-
nal. Typically, we find zero or very few alternatives, in line
with the Shannon-based estimates.

2. Application of the SGG Method

2.1. The probability space

The original string, S1, from the Torah (text T ) follows:
ĞĽŹŐŇ ĎŐŮŘĚ ŔČĂŇ ŔĽĄ ŸĚŸĂ ŁŘŃĂ ĎŐŸĞ
Translation: I will dub you “Destruction”. Cursed is bin

Laden and revenge belongs to the Messiah.
We create our template by placing wildcards into S1, us-

ing the same spacing as in our English example:
*ĽŹ*ŇĎ*ŮŘ* ŔČĂŇ ŔĽĄ ŸĚ*ĂŃ* ŃĂ* ŐŸ*



We consider the probability space of strings with wild-
cards replaced by independent random variables Xi(1 ≤
i ≤ 8) that take as values Hebrew letters with probabilities
equal to the frequencies of these letters in T and with all the
other letters fixed as above:

X8ĽŹX7ŇĎX6ŮŘX5 ŔČĂŇ ŔĽĄŸĚX4ĂŃX3ŃĂX2ŐŸX1

We designate by E the favorable event of a phrase ap-
pearing that is as meaningful and relevant to bin Laden as
string S1. We calculate the probability of E based on how
often we observe it, as in the following section.

2.2. The SGG outcome

Now is the decisive step of our procedure. We list
on our review site (http://www.torahcodes.net/
sgg.html) all possible substitutions for the Xi that form
valid words. We find that there are no other word bound-
aries (positions of spaces) that can be used to form a mem-
ber of E, and that 6 of the 8 Xi have only one choice for
inclusion in E, taking on the values of S1. For X2 we can
have the letter heh as in S1, which forms the word for “De-
struction”, or the letter yod, which forms the word for “My
Destruction”; and we can have reish or aleph for X4, the
former being the word for “cursed” and the latter being the
word for “I will curse”. In total, then, there are only 4 com-
peting strings (including the original) that can be formed
from this template, by choosing one of the two possibilities
for X2 and one of the two for X4. Thus, we obtain a very
simple description of E.

2.3. Probability measurement

2.3.1. Initial calculation. In view of the above de-
scription of E, P (E) = 5.07E-10, namely, the product of
the letter frequencies for all meaningful combinations: we
use the product of the frequencies of the original letters oc-
cupying positions X1, X3, X5, X6, X7 and X8; multiplied
by the sum of the frequencies of heh and yod for X2; and
by the sum of the frequencies of aleph and reish for X4.

2.3.2. Adjustments Typically, many ELSs exist for a
given anchor in T , but our first choice is always the minimal
skip, followed by larger skips, ordered by the magnitude of
the skip.

The anchor used for S1 is the 5th minimal occurrence of
this ELS in T , which is an adjustment factor of 39.6, using
a weighted Bonferroni inequality detailed in the Appendix.
The anchor can be anywhere within or adjoining the 22 non-
anchor letters, not just in the position of our template. This
is a factor of 23. These factors reduce the result to 4.6E-
7. In view of the exponential decay of meaningful phrases
with rate H − H1 per unit of length (see 1.1), we can ac-
count for all possible competing phrases of greater length,

with a factor smaller than 2. This yields a final p-level =
9.2E-7, about 1 in 1.1 million, the upper bound of the prob-
ability that a string comparable to S1 appeared in T merely
by chance.

2.3.3. Comparison to the previous result. Our
p-level is over 20 times more significant than the one ob-
tained in the previous study, when they are compared with
like measures, yet both are highly significant. The previous
study rated S1’s apparent intelligibility (compared to thou-
sands of control strings), whereas the current study rates its
relevance and meaning, in the context of the anchor. As the
SGG concept would predict, a text that goes beyond mere
intelligibility and contains focused meaning on a topic, is
in fact easier to guess, and is therefore more significant and
rarely seen in a random string.

3. Reinforcing Observations

Figure 2. The “mirror” encoding

When we present the table of Figure 1 with rows of half
their original width, we observe additional occurrences of

http://www.torahcodes.net/sgg.html
http://www.torahcodes.net/sgg.html


Messiah and takes revenge (see Figure 2,discovered by Igor
Picetsky). The original message is repeated in a modified
form. And this example is by no means unique. It seems as
though we are encountering a mirror encoding.

Likewise, we see that the words preceding the bin Laden
anchor are “echoed” by horizontal occurrences near them
(see Figure 2 on our review site). On an intuitive level, this
kind of repetition is a strong indication of intentional en-
coding. Moreover, these patterns suggest a possibility of
modifying our SGG. To aid our guessing of the content of
the wildcards we can use hints from the surrounding encod-
ings as well as the plain text. We leave a more detailed study
of this to a further investigation.

4. A Further Example: The lasting power of
Esau’s tears

4.1. Background

We obtained our second example phrase, S2, starting
with the anchor, Titus:
ĎŃ ŁŹŐĽ ŽĞĂ ĎĽŃĄ ĂŹĽ ŚĚĹĽĹĄ ĚŹ{ ĄŸĚĂ
Translation: Esau ambushes via Titus; he will raise one

cry; it will continue like this (see Figure 3, read from bottom
to top).

Titus was the Roman emperor who led the war against
Judea, conquering Jerusalem, destroying the Holy Temple
and exiling the Jewish people [6]. This exile has continued
for almost 2000 years, the major portion of Jewish history.

4.2. Analysis

4.2.1. The template. We construct the template
X9ŃŃX8ŐĽX7ĎĂX6ĽŃX5ĂŹX4ŚĚĹĽĹĄX3Ź{X2ŸĚX1

and review all possible substitutions in the same manner as
before. We find that the set of favorable events, E, as de-
scribed in section 2.1, consists of 24 phrases, adding 23 to
the original one, as follows. For the first word, we have the
choice of the word ĄŸĚĂ, ambush, or ŸŸĚŰ, enemy; the
words ĂŹĂ, ĂŹŘ and ĂŹŽ can be used in addition to the
original ĂŹĽ, all of these being conjugations of the same
verb, to raise; finally, the word ĎŃ can optionally be re-
placed by ŁŃ or ŔŃ, all of which are synonymous in
this context. These variations can be combined to form
24 = 2 × 3 × 4 competing phrases. Accounting for all
these possibilities, as in section 2.3.1, we obtain P (E) =
4.35E-10.

4.2.2. Adjustment and final result. Our weighted
Bonferroni adjustment is 26.6 since Titus in S2 is the 4th
minimal skip in T . We also have a factor of 25 for alter-
native anchor locations, and the factor of 2 for competing
phrases of greater length.

Figure 3. The Titus “anchor” is extended by 24
letters

After these adjustments, the final p-value is 5.8E-7,
about 1 in 1.7 million, the upper bound for the probabil-
ity that a string comparable to S2 appeared in T merely by
chance.

4.3. Beyond the numbers

In this section we explain the historical context, which
helps to reveal the meaning and significance of the Titus
phrase, S2. The appearance of Esau in the Torah phrase
generated from the anchor Titus is especially interesting
because the Talmud (Gittin 56b) indicates that Titus de-
scended from Esau. And famous Kabbalist Rabbi Men-
achem Azaria of Fano [11] even says that Titus was a rein-
carnation of Esau.

According to Jewish tradition based on the vision in the
book of Daniel (chapter 7), the Jewish people will be sub-



jected to the dominion of Four Kingdoms (Babylonian, Per-
sian, Greek, and currently Roman, also known as the Exile
of Edom or Esau). As an early Jewish source states [1],
chapter 35 (see also [10], p. 350), the dominion of the first
three kingdoms is for a known amount of time, unlike the
fourth one, the Exile of Esau, which is continuing for a very
long time without having a known end. This is precisely re-
flected by the last component of our phrase, “it will continue
like this”.

According to the Torah, the origin of Esau’s enmity to Ja-
cob (Yaakov) was the bitter rivalry over their father Isaac’s
blessings. When Esau realized that the blessings were given
to his brother Yaakov and not to him, “Esau raised his voice
and cried.” (Genesis 27:38). The middle part of our ELS
phrase is actually a paraphrase of this quote.

We can see the tight link between all parts of the code
from the Zohar, which states, “these [Esau’s] tears lowered
Israel into exile. As soon as [the influence of] these tears
will cease, through the weeping of Israel, they will come
out of the exile.” (Zohar Shemot 12b)

4.4. The connection to Genesis 27:38

We note that our ELS string S2 contains four words that
are derived from the verse in section 4.3, Genesis 27:38,
namely: Esau; will raise; one; cry. To estimate this close-
ness quantitatively, we produce a population of random let-
ter strings to determine how many of them contain words
derived from this verse to a comparable extent. In a pop-
ulation of 280 million random strings, we find only 103
which contain four or more words derived from the verse,
but none of them make grammatical sense. The details are
documented on our review site. This observation further re-
inforces the significance of S1. We have encountered other
instances of ELS strings paraphrasing (parts of) verses, and
this very interesting phenomenon is worth a separate study.

5. Discussion

While the overwhelming majority of decisions required
for the determination of the set E are straightforward, we
feel that they should be augmented by an independent re-
view.

A word of comparison with the WRR paper [15] is in
order. Our study differs from [15] in (at least) two important
matters: (1) we search the entire Torah, not only the book
of Genesis, and (2) we order the appearances of a keyword
by the magnitudes of the observed skips.

Both Titus and bin Laden are on the short list of major
historical and contemporary figures. We know that some
other major figures, such as President Bush and Arafat,
form interesting Torah Code phrases as well. But even with-
out having a complete picture, the exceptionally high signif-

icance for the two current examples provide strong evidence
for Torah Codes. This is in addition to other current studies
discussed in [8].

A. Appendix

We apply the weighted Bonferroni inequality described
below to situations where we have an ordered series of tri-
als.

Consider testing (null) hypothesis H1,H2, . . . with cor-
responding p-values P1, P2, . . .. Let w1, w2, . . . be a se-
quence of weights with w their sum. If a specific hypothe-
sis Hi is rejected when Pi ≤ α · wi/w, then the weighted
Bonferroni inequality

Pr{∪(Pi ≤ α · wi/w)} ≤ α

ensures that the probability of rejecting at least one hypoth-
esis when all are true is no greater than α.

We cannot choose wi = 1/i because the harmonic series
is diverging. Therefore we set wi = 1/[(i+1) ·(ln(i+1))2]
to obtain a convergent series.

Unlike the usual form of the weighted Bonferroni in-
equality ( [14], [7]) this form assigns to the null hypothe-
sis Hi a weight which is dependent only on i and not on
the total number of null hypotheses. Therefore, it can be
used in a situation where the number of hypotheses is not
pre-specified, but their order is established. We meet this
situation when investigating the ELS strings generated by
consecutive appearances of a given anchor.
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